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1
MANAGEMENT SYSTEM AND
MANAGEMENT METHOD

TECHNICAL FIELD

The present invention relates to the management of a com-
puter system.

BACKGROUND ART

Until now, for example, a management system, which
monitors the performance of a computer system and performs
cause analysis on a failure which has occurred in the com-
puter system, has been known.

For example, the technology cited below in Patent Litera-
ture 1 discloses technology for performing cause analysis. A
root cause analysis engine uses event durations and gradual
deletion of events to improve analysis accuracy and reduce
the number of required calculations. Matching ratios of rel-
evantrules are recalculated every time notification of an event
is received. The calculation results are held in a rule memory
in the analysis engine. Each event has a valid duration, and
when the duration has expired, the relevant event is deleted
from the rule memory. Events held in the rule memory can be
deleted without affecting other events held in the rule
memory. The analysis engine can then recalculate the match-
ing ratio of each rule by executing the recalculation only for
the affected rules related to the deleted event. Calculation
costs can be reduced because the analysis engine processes
events either incrementally or decrementally. The analysis
engine can determine the most likely conclusion even when
one or more condition elements are not true.

CITATION LIST
Patent Literature

PTL 1: Japanese Translation of PCT Application No. 2011-
518359

SUMMARY OF INVENTION
Technical Problem

In a management system of a computer system, the admin-
istrator of the computer system may not be able to directly
monitor the states of either a portion of the apparatuses inside
the computer system or the physical or logical devices inside
an apparatus.

For example, in a case where a computer system is a private
cloud, such as laaS (Infrastructure as a Service), for example,
an apparatus, which is used from among the apparatuses in
the computer system by a tenant administrator, who is a cloud
service user, belongs to the tenant administrator’s manage-
ment area. For this reason, the computer system administrator
is unable to acquire required information from the apparatus
being used by the tenant administrator and cannot directly
monitor the state of the apparatus being used by the tenant
administrator. In accordance with this, it is impossible for the
computer system administrator to perform cause analysis for
a failure, particularly a performance failure (for example,
when expected input/output performance is unable to be
achieved), which has occurred within the computer system.
Also, in a case where a failure has occurred, the computer
system administrator must notify the tenant administrator of
the failure in a case where the cause of this failure is on the
cloud service utilization side, and in a case where the cause of
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this failure is on the cloud service provision side, must issue
anotification of the failure to the person in charge of the faulty
apparatus in the computer system. However, under circum-
stances in which it is impossible to directly monitor the states
of'a portion of the apparatuses inside the computer system, it
is not possible to distinguish whether the cause of the failure
is on the cloud service utilization side or the cloud service
provision side.

Solution to Problem

A management system manages a computer system, which
provides aresource used in the provision of a network service.
The management system comprises a storage device, and a
control device, which is coupled to this storage device. The
storage device stores catalog-source data for each of multiple
providable resources comprising data showing at least the
applications of the relevant resources. The control device
outputs catalog data, which is created based on the catalog-
source data and shows the respective applications of the mul-
tiple resources, and receives a selection of a resource to be
provided from the multiple resources. The control device
provides the selected resource as a provided resource, and
determines whether or not a measurement value, which is
related to the processing performance of a network service
utilizing the provided resource and which can be monitored
by the management system, is normal based on a performance
threshold configured in relation to the provided resource
application.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram for illustrating an example of the
problem.

FIG. 2 is a block diagram of an example of a computer
system related to an embodiment.

FIG.3A is ablock diagram of an example of a management
computer related to the embodiment.

FIG. 3B is a block diagram of an example of a management
terminal related to the embodiment.

FIG. 4A is a diagram showing an example of the internal
configuration of a nonvolatile storage device in the manage-
ment computer related to the embodiment.

FIG. 4B is a diagram showing an example of the internal
configuration of a nonvolatile storage device in the manage-
ment terminal related to the embodiment.

FIG. 5 is ablock diagram of an example of a storage system
related to the embodiment.

FIG. 6 is a diagram showing an example of a volume
configuration of the storage system related to the embodi-
ment.

FIG. 7 is a diagram showing an example of the internal
configuration of a non-volatile storage device in the storage
system related to the embodiment.

FIG. 8 is a block diagram of an example of a host computer
related to the embodiment.

FIG. 9 is a diagram showing a first example of the internal
configuration of a nonvolatile storage device in the host com-
puter related to the embodiment.

FIG. 10 is a diagram showing a second example of the
internal configuration of a nonvolatile storage device in the
host computer related to the embodiment.

FIG. 11 is a block diagram of an example of a FC connec-
tion apparatus related to the embodiment.

FIG. 12 is a diagram showing an example of the internal
configuration of a non-volatile storage device in the FC con-
nection apparatus related to the embodiment.
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FIG. 13 is a block diagram of an example of a LAN con-
nection apparatus related to the embodiment.

FIG. 14 is a diagram showing an example of the internal
configuration of a non-volatile storage device in the LAN
connection apparatus related to the embodiment.

FIG. 15A is a block diagram of a first example of a service
template related to the embodiment. FIG. 15B is a block
diagram of a second example of the service template related
to the embodiment. FIG. 15C is a block diagram of a third
example of the service template related to the embodiment.

FIG. 16 is a block diagram of an example of a service
template list related to the embodiment.

FIG. 17 is a block diagram of an example of a machine
management table related to the embodiment.

FIG. 18 is a block diagram of an example of a machine
group management table related to the embodiment.

FIG.19A is ablock diagram of a first example of amachine
performance management table related to the embodiment.
FIG. 19B is a block diagram of a second example of a
machine performance management table related to the
embodiment.

FIG. 20 is a block diagram of an example of a server
management table related to the embodiment.

FIG. 21 is a block diagram of an example of a storage
management table related to the embodiment.

FIG. 22A is ablock diagram of a first example of a volume
performance information storage table related to the embodi-
ment. FIG. 22B is a block diagram of a second example of a
volume performance information storage table related to the
embodiment.

FIG. 23A is a block diagram of a first example of a virtual
machine performance information storage table related to the
embodiment. FIG. 23B is a block diagram of a second
example of a virtual machine performance information stor-
age table related to the embodiment.

FIG. 24 is a block diagram of an example of a Disk /O
performance information storage table related to the embodi-
ment.

FIG. 25 is a block diagram of an example of a port connec-
tion management table of the FC connection apparatus
related to the embodiment.

FIG. 26 is a block diagram of an example of a network
performance information storage table related to the embodi-
ment.

FIG. 27 is a block diagram of an example of a port connec-
tion management table of the LAN connection apparatus
related to the embodiment.

FIG. 28 is a flowchart of a threshold setting/updating pro-
cess related to the embodiment.

FIG. 29 is a flowchart of a deployment process related to
the embodiment.

FIG. 30 is a sequence diagram of a first performance infor-
mation collection process related to the embodiment.

FIG. 31 is a sequence diagram of a second performance
information collection process related to the embodiment.

FIG. 32 is a flowchart of a first performance information
analysis process related to the embodiment.

FIG. 33 is a flowchart of a second performance information
analysis process related to the embodiment.

DESCRIPTION OF EMBODIMENTS

The embodiment of the present invention will be explained
by referring to the drawings. The embodiment explained
hereinbelow does not limit the invention of the claims. Also,
notall of the components and combinations thereof explained
in the embodiment are essential to the solution of the inven-
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tion. In the drawings, like reference signs describe similar
components throughout the multiple views.

Furthermore, in the following explanation, the information
of the present invention is explained using expressions such
as “aaa table” and “aaa list”, but this information may also be
expressed using a data structure other than a table, a list,a DB,
or a queue. Therefore, to show that this information is not
dependent on the data structure, “aaa table”, “aaa list” and so
forth may be called “aaa information”.

When explaining the content of the respective information,
the expressions “identification information™, “identifier”,
“name” and “ID” are used, but these expressions are inter-
changeable.

In the following explanation, there may be cases where an
explanation is given using a “program” as the doer of the
action, but since the stipulated processing is performed in
accordance with a program being executed by a processor
while using a memory and a communication port (a commu-
nication UF), the explanation may also give the processor as
the doer of the action. A process, which is disclosed as having
the program as the doer of the action, may be regarded as a
process performed by a computer, such as a management
computer. Furthermore, either all or a portion of a program
may be realized in accordance with dedicated hardware. Vari-
ous types of programs may be installed in respective comput-
ers using a program delivery server or computer readable
storage media.

Hereinafter, a set of one or more computers, which manage
a computer system and displays display information of the
invention of the application, may be called a management
system. In a case where a management computer displays the
display information, the management computer is the man-
agement system.

Furthermore, a combination of the management computer
and a display computer which displays the display informa-
tion is the management system. Furthermore, the same pro-
cessing as that of the management computer may be realized
using multiple computers to increase the speed and enhance
the reliability of the management process, and in accordance
with this, the relevant multiple computers (to include a dis-
play computer in a case where a display computer carries out
displays) are the management system.

FIG. 1 is a diagram for illustrating an example of the
problem.

A computer system 100 is an IaaS system for providing a
storage infrastructure. A tenant administrator is the person,
who is using the storage infrastructure, and the computer
system 100 executes a server program and provides a pre-
scribed business service to a user by making use of a provided
resource (in the example of FIG. 1, a virtual machine (VM) 6,
which is configured to be able to use a volume of a storage
system 2). The tenant administrator does not know the con-
figuration of the storage infrastructure, and as such, in a case
where a failure has occurred, is not able to identity whether
the cause thereof is on the storage infrastructure utilization
side, that is, the business service side, for example, in the
server program being executed by the tenant administrator, or
on the storage infrastructure provision side, that is, the
resource provisioning side, for example, in the storage system
2. The tenant administrator normally queries the DC (data
center) administrator concerning the cause of a failure.

The DC administrator is the administrator of the computer
system 100. The DC administrator is responsible for enhanc-
ing the rate of utilization of the storage system 2, and for
performing load balancing when the load is concentrated on a
specific storage system 2. The DC administrator wants to
prevent a performance failure from becoming obvious by
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taking steps to identify a storage system 2 on which load is
concentrated before receiving a performance failure-related
query from the tenant administrator. However, the DC admin-
istrator does not know the configuration of the management
area side of the tenant administrator, for example, what server
program is running on the virtual machine 6, and does not
know how much performance the tenant administrator needs.
Also, the DC administrator is not able to acquire the neces-
sary information from the virtual machine 6 being used by the
tenant administrator or the server program being executed
using this virtual machine 6, and is unable to directly monitor
the status of this virtual machine 6. Thus, it is impossible for
the DC administrator to determine whether or not a perfor-
mance failure is occurring in the computer system 100, and in
a case where a performance failure has occurred, to identify
whether the cause thereof'is on the business service side or on
the resource provisioning side. Furthermore, a H/W (hard-
ware) administrator is the person in charge of managing the
hardware, such as the storage system 2.

An embodiment for resolving such problems will be
explained hereinbelow.

FIG. 2 is a block diagram of an example of a computer
system related to the embodiment.

The computer system 100 comprises a management com-
puter 1, one or more storage systems 2 (2A, 2B, 2C, and so
forth), one or more host computers 3 (3A, 3B, and so forth),
amanagement terminal 7, a SAN (Storage Area Network) 40,
and a LAN (Local Area Network) 50. The SAN 40 employs a
FC (Fibre Channel) connection scheme, and comprises one or
more FC connection apparatuses 4. The LAN 50 comprises
one or more LAN connection apparatuses 5. The storage
system 2 and the host computer 3 are coupled together via the
SAN 40. The management computer 1, the management ter-
minal 7, the storage system 2, and the host computer 3 are
coupled together via the LAN 50. The SAN 40 may employ
an iSCSI (Internet Small Computer System Interface) con-
nection scheme.

FIG. 3A is a block diagram of an example of a management
computer related to the embodiment.

The management computer 1 is for managing the computer
system 100. The management computer 1 comprises a pro-
cessor 11, a program memory 12, a cache memory 13, one or
more nonvolatile storage devices 14, an input device 15, an
image output device 16, a management communication I/F
(interface) (hereinafter simply referred to as “management
1/F’) 17, and an internal bus 18. The processor 11, the pro-
gram memory 12, the cache memory 13, the nonvolatile stor-
age device 14, the input device 15, the image output device
16, and the management I/F 17 are coupled together via the
internal bus 18. The processor 11 executes various types of
programs, which are loaded into the program memory 12
from the nonvolatile storage device 14. The nonvolatile stor-
age device 14 may be a memory, a secondary storage device,
such as a hard disk drive (HDD), or a combination of a
memory and a secondary storage device. The nonvolatile
storage device 14 stores the programs executed by the pro-
cessor 11, and various types of information used by the pro-
cessor 11. The management I/F 17 is an interface device for
connecting to the LAN 50. The input device 15 is for the DC
administrator to input information into the management com-
puter 1, and, for example, is a keyboard, a mouse, or the like.
The image output device 16 is for outputting the results of
processing executed by the management computer 1, and, for
example, is a display or the like. Furthermore, the manage-
ment computer 1 may comprise an input/output I/F instead of
the input device 15 and the image output device 16, and a
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display computer coupled via the input/output I/F may realize
the functions of the input device 15 and the image output
device 16.

FIG. 3B is a block diagram of an example of a management
terminal related to the embodiment.

The management terminal 7 is for accessing the manage-
ment computer 1. The management terminal 7 comprises a
processor 71, a program memory 72, a cache memory 73, one
or more nonvolatile storage devices 74, an input device 75, an
image output device 76, management I/F 77, and an internal
bus 78. The processor 71, the program memory 72, the cache
memory 73, the nonvolatile storage device 74, the input
device 75, the image output device 76, and the management
I/F 77 are coupled together via the internal bus 78. The pro-
cessor 71 executes various types of programs, which are
loaded into the program memory 72 from the nonvolatile
storage device 74. The nonvolatile storage device 74 may be
a memory, a secondary storage device, such as a hard disk
drive (HDD), or a combination of a memory and a secondary
storage device. The nonvolatile storage device 74 stores the
programs executed by the processor 71, and various types of
information used by the processor 71. The management I/F
77 is an interface device for connecting to the LAN 50. The
input device 75 is for the tenant administrator to input infor-
mation into the management terminal 7, and, for example, is
a keyboard, a mouse, or the like. The image output device 76
is for outputting the results of processing executed by the
management terminal 7, and, for example, is a display or the
like.

FIG. 4A is a diagram showing an example of the internal
configuration of the non-volatile storage device of the man-
agement computer related to the embodiment.

The nonvolatile storage device 14 of the management com-
puter 1 stores a self-service portal program 1401, a deploy-
ment processing program 1402, a performance information
collection program 1403, a performance failure location
inference program 1404, and an inferred failure location noti-
fication program 1405.

The self-service portal program 1401 performs processing
for providing the tenant administrator with catalog data show-
ing the content of resources capable of being provided by the
computer system 100, and receiving a selection from the
tenant administrator of a resource to be used by the tenant
administrator. The resources capable of being providing by
the computer system 100 here, for example, are a storage
system 2 volume, and a server machine configured to be able
to use the storage system 2 volume, and in the embodiment, is
the server machine configured to be able to use the storage
system 2 volume. Server machine (hereinafter may be
referred to simply as “machine”) signifies a physical
machine, which is the host computer 3 itself in a case where
the host computer 3 functions as a physical machine, and
signifies a virtual machine 6 running on the host computer 3
in a case where the host computer 3 functions as a virtual
server. The deployment processing program 1402 performs
the processing for deploying a server machine selected by the
tenant administrator (hereinafter referred to as “deployment
process™). The performance information collection program
1403 performs processing for collecting performance mea-
surement values measured with respect to the server machine.
The performance failure location inference program 1404
performs processing (performance failure location inference
processing) for determining whether or not a performance
failure has occurred based on the collected performance mea-
surement value, and, in a case where the determination is that
a performance failure has occurred, inferring the location,
which is the cause of this performance failure. The inferred
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failure location notification program 1405, based on the result
of the performance failure location inference process, per-
forms processing for notifying an performance failure loca-
tion administrator that a performance failure has occurred.

FIG. 4B is a diagram showing an example of the internal
configuration of the non-volatile storage device of a manage-
ment terminal related to the embodiment. The non-volatile
storage device 74 of the management terminal 7 stores a
self-service portal access program 7401.

The self-service portal access program 7401 is for access-
ing a self-service portal provided by the self-service portal
program 1401 of the management computer 1. By using the
management terminal 7, the tenant administrator accesses the
management computer 1, acquires and browses a service
template list 1407, and implements a server machine deploy-
ment instruction by selecting a template therefrom.

The nonvolatile storage device 14 of the management com-
puter 1 also stores a service template 1406, the service tem-
plate list 1407, a machine management table 1408, a machine
group management table 1409, a machine performance man-
agement table 1410, a server management table 1411, and a
storage management table 1412. The service template 1406 is
data (catalog-source data) comprising data showing at least
the resource applications for each of multiple resources
capable of being provided to the tenant administrator. The
various types of information 1406 through 1412 stored in the
nonvolatile storage device 14 will be described further below.

FIG. 51is ablock diagram of an example of a storage system
related to the embodiment.

The storage system 2 is an apparatus for providing a vol-
ume to the host computer 3 or the like. The storage system 2
comprises a processor 21, a program memory 22, a cache
memory 23, multiple nonvolatile storage devices 24, an input
device 25, an image output device 26, a management I/F
(management communication I/F) 27, one or more data 1/0
(input/output) communication I/Fs (hereinafter referred to
simply as “data I/F””) 28, and an internal bus 29. The processor
21, the program memory 22, the cache memory 23, the non-
volatile storage device 24, the input device 25, the image
output device 26, the management I/F 27, and the data I/F 28
are coupled together via the internal bus 29. The processor 21
executes various types of programs loaded into the program
memory 22 from the nonvolatile storage device 24. The non-
volatile storage device 24 may be any of a HDD (Hard Disk
Drive), a solid state storage medium, or an optical storage
medium, or may be another type of storage medium. The
storage system 2 related to the embodiment comprises mul-
tiple types of nonvolatile storage devices 24, for example,
SSD (Solid State Drive) media, SAS (Serial Attached SCSI)
media, and SATA (Serial ATA) media. The storage system 2
provides the host computer 3 or the like with a volume created
based on a storage area of the nonvolatile storage device 24.
The management I/F 27 is an interface device for connecting
to the LAN 50, and is used primarily when inputting and
outputting management data (for example, performance
information). The data I/F 28 is an interface device for con-
nected to the SAN 40, and is used primarily when inputting
and outputting user data (for example, data written to a vol-
ume of the storage system 2, and data read from a volume of
the storage system 2).

FIG. 6 is a diagram showing an example of the volume
configuration of the storage system related to the embodi-
ment.

In the embodiment, a volume provided by the storage sys-
tem 2 is a thin provisioning volume (a virtual logical volume)
242. A thin provisioning pool 243 is configured using mul-
tiple volumes 244 based on a group of nonvolatile storage
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devices (for example, a RAID group) having different perfor-
mance (access performance). Hereinafter, a volume 244 serv-
ing as a component of the pool 243 will be referred to as a pool
volume 244. The pool volume 244 is partitioned into multiple
pages 2431. The processor 21 (for example, a data 1/O pro-
gram 2411, which will be explained further below) receives a
write request from the host computer 3, allocates a page 2431
from the pool 243 to a write destination conforming to this
write request (the write destination in the thin provisioning
volume 242), and writes data conforming to the write request
to the allocated page 2431. The multiple volumes 244 having
different access performance include an SSD volume (a logi-
cal volume based on a SSD group) 244A, a SAS volume (a
logical volume based on a SAS-HDD group) 244B, and a
SATA volume (a logical volume based on a SATA-HDD
group) 244C. In the following explanation, a case, which
simply refers to “volume”, may signify a thin provisioning
volume 242.

The processor 21 (for example, a pool management pro-
gram 2412, which will be explained further below) migrates
data from one page 2431 to another page 2431 based on the
access status (the access status of a page 2431 (real page)
allocated to a virtual page) of each area (virtual page) in the
volume 242, and allocates the other page 2431 to the alloca-
tion-destination virtual page of the one page 2431 instead of
the one page 2431. For example, in a case where the perfor-
mance (for example, an allowable access frequency range) of
anonvolatile storage device constituting the basis of the page
2431 is not suitable for the access status (for example, the
access frequency) of the page 2431 (for example, in a case
where this access frequency is outside the allowable access
frequency), the data in the page 2431 is migrated to a page
based on a non-volatile storage device with performance suit-
able to this access status.

FIG. 7 is a diagram of an example of the internal configu-
ration of a nonvolatile storage device in the storage system
related to the embodiment.

A storage area of the nonvolatile storage device 24 of the
storage system 2 is allocated to a storage management infor-
mation storage part 241 and a volume 242. The storage man-
agement information storage part 241 stores a data /O pro-
gram 2411, a pool management program 2412, a volume
management program 2413, an operation management pro-
gram 2414, an operating system 2415, a performance moni-
toring program 2416, and a volume performance information
storage table 2417.

The data /O program 2411 is for controlling the input/
output of user data to/from the volume 242. The pool man-
agement program 2412 is for managing a pool (in the embodi-
ment, the thin provisioning pool 243) of storage areas
allocated to the volume 242. The volume management pro-
gram 2413 is for managing the volume 242. The operation
management program 2414 is for managing the overall opera-
tion of the storage system 2. The operating system 2415 is a
basic program for running the other programs, that s, the data
1/O program 2411, the pool management program 2412, the
volume management program 2413, the operation manage-
ment program 2414, and the performance monitoring pro-
gram 2416 on the storage system 2. The performance moni-
toring program 2416 is for monitoring the performance inside
the storage system 2, for example, the I/O performance with
respect to the volume 242. The volume performance infor-
mation storage table 2417 will be explained further below.

The volume 242 stores virtual machine data 61, which is
image data used when the management computer 1 deploys
the virtual machine 6. The virtual machine data 61 comprises
an operating system 62, an application 63, and data 64.
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FIG. 8 is a block diagram of an example of a host computer
related to the embodiment.

The host computer 3 functions as a server, which executes
a server program and provides a prescribed network service,
for example, a Web service, an application service, or a data-
base (DB) provision service (hereinafter, referred to as “DB
service”), to a user via a communication network. The host
computer 3 can function as a physical server, and can also
function as a virtual server in accordance with running a
virtual machine. The host computer 3 may be called a
“server” hereinbelow. The host computer 3 comprises a pro-
cessor 31, a program memory 32, a cache memory 33, one or
more nonvolatile storage devices 34, an input device 35, an
image output device 36, a management I/F (management
communication I/F) 37, one or more data I/Fs (data I/O com-
munication I/F) 38, and an internal bus 39. The processor 31,
the program memory 32, the cache memory 33, the nonvola-
tile storage device(s) 34, the input device 35, the image output
device 36, the management I/F 37, and the data I/F(s) 38 are
coupled together via the internal bus 39. The processor 31
executes various types of programs loaded into the program
memory 32 from the nonvolatile storage device 34. The non-
volatile storage device 34 may be a memory, a secondary
storage device, such as a hard disk drive (HDD), or a combi-
nation of a memory and a secondary storage device. The
management I/F 37 is an interface device for connecting to
the LAN 50, and is used primarily when inputting and out-
putting management data. The data I/F 38 is an interface
device for connecting to the SAN 40, and is used primarily
when inputting and outputting user data.

FIG. 9 is a diagram showing a first example of the internal
configuration of a non-volatile storage device of the host
computer related to the embodiment.

This diagram shows the internal configuration of the non-
volatile storage device 34 in a case where the host computer 3
functions as a virtual server. The nonvolatile storage device
34 of the host computer 3 stores a hypervisor 341 comprising
a performance monitoring program 342 and a virtual machine
performance information storage table 343. The hypervisor
341 is a program for running the virtual machine 6. One or
more virtual machines 6 are created on the hypervisor 341.
Each virtual machine 6 executes a server program, and pro-
vides a prescribed network service to the user. The virtual
machine performance information storage table 343 will be
explained further below.

FIG. 10 is a diagram showing a second example of the
internal configuration of a nonvolatile storage device of the
host computer related to the embodiment.

This diagram shows the internal configuration of the non-
volatile storage device 34 in a case where the host computer 3
functions as a physical server. The nonvolatile storage device
34 of the host computer 3 stores an application 344, which is
equivalent to a server program, and an operating system 345,
which is a basic program for running the application 344.

FIG. 11 is a block diagram of an example of the FC con-
nection apparatus related to the embodiment.

The FC connection apparatus 4, for example, is an FC
switch. The FC connection apparatus 4 comprises a processor
41, a program memory 42, a cache memory 43, one or more
nonvolatile storage devices 44, a management I/F (manage-
ment communication I/F) 45, one or more data I/Fs (data I/O
communication I/F) 46, a link lamp 47 which is coupled to
each data I/F 46, and an internal bus 48. The processor 41, the
program memory 42, the cache memory 43, the nonvolatile
storage device(s) 44, the management I/F 45, and the data
1/F(s) 46 are coupled together via the internal bus 48. The
processor 41 executes various types of programs loaded into
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the program memory 42 from the nonvolatile storage device
44. The management I/F 45 is an interface device for con-
necting to the LAN 50, and is used primarily when inputting
and outputting management data. The data I/F 46 is an inter-
face device for connecting to the SAN 40, and is used prima-
rily when inputting and outputting user data.

FIG. 12 is a diagram showing an example of the internal
configuration of the non-volatile storage device of the FC
connection apparatus related to the embodiment.

The nonvolatile storage device 44 of the FC connection
apparatus 4 stores a data /O program 441, a management
program 442, an operating system 443, a performance moni-
toring program 444, a Disk 1/O performance information
storage table 445, and a port connection management table
446.

The data I/O program 441 is for controlling the input/
output of user data to/from the FC connection apparatus 4.
The management program 442 is for managing the FC con-
nection apparatus 4. The operating system 443 is a basic
program for running the other programs, that is, the data I/O
program 441, the management program 442, and the perfor-
mance monitoring program 444 on the FC connection appa-
ratus 4. The performance monitoring program 444 is for
monitoring the I/O performance from the server to the volume
242. The Disk I/O performance information storage table 445
and the port connection management table 446 will be
explained further below.

FIG. 13 is a block diagram of an example of the LAN
connection apparatus related to the embodiment.

The LAN connection apparatus 5, for example, is an IP
switch and router. The LAN connection apparatus 5 com-
prises aprocessor 51, a program memory 52, a cache memory
53, one or more nonvolatile storage devices 54, a manage-
ment I/F (management communication I/F) 55, one or more
data I/Fs (data /O communication I/F) 56, one or more link
lamps 57, and an internal bus 58. The processor 51, the
program memory 52, the cache memory 53, the nonvolatile
storage device(s) 54, the management I/F 55, and the data
1/F(s) 56 are coupled together via the internal bus 58. The
processor 51 executes various types of programs loaded into
the program memory 52 from the nonvolatile storage device
54. The management I/F 55 is an interface device for con-
necting to the LAN 50, and is used primarily when inputting
and outputting management data. The data I/F 56 is an inter-
face device for connecting to a communication line inside the
LAN 50, and is used primarily when inputting and outputting
data (including user data), which is sent and received between
the host computer 3 and the computer used by the user to
receive the provision of a network service.

FIG. 14 is a diagram showing an example of the internal
configuration of the non-volatile storage device of the LAN
connection apparatus related to the embodiment.

The nonvolatile storage device 54 of the LAN connection
apparatus 5 stores a data /O program 541, a management
program 542, an operating system 543, a performance moni-
toring program 544, a network performance information stor-
age table 545, and a port connection management table 546.

The data I/O program 541 is for controlling the input/
output of user data to/from the LAN connection apparatus 5.
The management program 542 is for managing the LAN
connection apparatus 5. The operating system 543 is a basic
program for running the other programs, that is, the data I/O
program 541, the management program 542, and the perfor-
mance monitoring program 544 on the LAN connection
apparatus 5. The performance monitoring program 544 is for
monitoring the /O performance from the server to the LAN
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50. The network performance information storage table 545
and the port connection management table 546 will be
explained further below.

Next, the various types of information stored in the non-
volatile storage device 14 of the management computer 1 will
be explained.

FIG. 15A is a block diagram of a first example of a service
template related to the embodiment. FIG. 15B is a block
diagram of a second example of a service template related to
the embodiment. FIG. 15C is a block diagram of a third
example of a service template related to the embodiment.

The service template 1406 is data comprising information
related to a combination of one or more computer system
100-providable server machines (hereinafter referred to as
“machine group™) (a resource group), which have been
grouped together. The one or more server machines compris-
ing a machine group are provided all together to the tenant
administrator as a set. A service template 1406 is created for
each machine group as shown in FIGS. 15A, 15B and 15C.
The service template 1406 comprises information related to
each of the one or more server machines comprising the
machine group. The service template 1406 comprises data
showing the application of each of the one or more server
machines comprising the machine group.

The management computer 1, based on the service tem-
plate 1406, creates catalog data for providing the tenant
administrator with the contents of each machine group, that
is, the contents of each of the one or more server machines
comprising each machine group. The application of the server
machine is included in the server machine content shown by
the catalog data. The tenant administrator, based on the pro-
vided catalog data, is able to select a machine group for use in
a business service, that is, for receiving provisioning. Thus,
the tenant administrator can select a machine group for an
application best suited to a business service. In the embodi-
ment, the business service provided by the tenant administra-
tor is a service combining one or more network services. The
tenant administrator is able to select a machine group, which
is a combination of server machines for applications best
suited to each of the one or more network services comprising
the business service. The management computer 1 may pro-
vide the tenant administrator with the contents of the service
template 1406 as catalog data as-is. In the embodiment, the
management computer 1 provides the tenant administrator
with the contents of the service template 1406 and a service
template list 1407, which will be explained further below
(refer to FIG. 16), as catalog data.

The service template 1406, for example, comprises a table,
and includes the fields of image 1406a, virtual/physical
14065, CPU 1406c, memory 1406d, number of deploying
units 1406e, disk 14067, NW 1/O response threshold 1406g,
Disk I/O response threshold 1406/, CPU utilization threshold
14067, and memory usage threshold 1406;. The service tem-
plate 1406 also comprises an entry 1406y related to each of
the one or more server machines comprising the machine
group, and an entry 1406z related to the machine group as a
whole. The data stored in each of the fields 14064 through
14065 ofthe entry 1406y related to the server machines will be
explained below.

A name of a server machine image data used when the
management computer 1 deploys a server machine, for
example, the name of the virtual machine data 61 in a case
where the server machine is a virtual machine 6, is stored in
the image 1406a. In the embodiment, the name of the server
machine image data indicates the application of the server
machine. For example, the “Web1.ovt” of this diagram shows
that the server machine application is a Web service. The
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“Appl.ovf” shows that the server machine application is an
application service. The “DB1.ovf” shows that the server
machine application is a DB service.

Data showing whether the server machine is a virtual
machine 6 or a physical machine is stored in the virtual/
physical 14065. A CPU performance value (specifically, a
number of clocks) allocated to the server machine is stored in
the CPU 1406c. A memory size allocated to the server
machine is stored in the memory 14064. The number of host
computers 3 used to deploy the server machine is stored in the
number of deploying units 1406¢. The volume 242 allocated
to the server machine, that is, the capacity and type of the
volume 242 capable of being used by the server machine is
stored in the disk 1406f. Here, the type of volume 242 allo-
cated to the server machine corresponds to the type of volume
244 on the media, which constitutes the basis of the volume
242 allocated to the server machine. The type of the volume
242 allocated to the server machine shows the grade of the
server machine. For example, a server machine, which is
allocated with a volume 242 created on the basis of SSD
media 24A, is high grade because the access speed of the
volume 242 is high speed. A server machine, which is allo-
cated with a volume 242 created on the basis of SAS media
24B, is middle grade because the access speed of the volume
242 is medium speed. A server machine, which is allocated
with a volume 242 created on the basis of SATA media 24C,
is low grade because the access speed of the volume 242 is
low speed.

The fields 1406g through 1406; are fields with respect to
management computer 1-monitorable measurement values
(hereinafter “performance measurement value™) related to
the performance of a process executed in the server machine,
that is, the processing performance of a server program for
providing a network service, and are for storing thresholds
(hereinafter, “performance threshold”) for determining
whether or not the performance measurement value is nor-
mal.

The performance measurement values, for example,
include a measurement value related to the network I/O of
processing executed on the server machine, that is, /O with
respect to the LAN 50 (for example, the response time, band-
width, frequency, and so forth of network I/O), a measure-
ment value related to the disk I/O of the processing executed
on the server machine, that is, [/O with respect to the volume
242 (for example, the response time, bandwidth, frequency,
and so forth of the disk [/O), a measurement value related to
the CPU allocated to the server machine (for example, the
CPU utilization), and a measurement value related to the
memory allocated to the server machine (for example, the
memory usage, the maximum memory usage, the basic size
and so forth). The management computer 1 can acquire a
performance measurement value for a server machine, which
is a virtual machine 6, from the hypervisor 341 running the
server machine. Alternatively, the management computer 1
can acquire a performance measurement value for a server
machine, which is a physical machine, from the LAN con-
nection apparatus 5, the FC connection apparatus 4, or the
storage system 2. Specifically, the management computer 1
can acquire a network [/O-related measurement value from
the LAN connection apparatus 5, and can acquire a disk
1/O-related measurement value from the FC connection appa-
ratus 4 or the storage system 2. Incidentally, in a case where
the server machine is a virtual machine 6, the virtual machine
6 belongs to the tenant administrator’s management area, and
parts other than the server virtual machine 6, such as the
hypervisor 341, belong to the DC administrator’s manage-
ment area. Therefore, the management computer 1 can
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acquire information related to the hypervisor 341 virtual
machine 6 from the hypervisor 341.

A performance threshold for a measurement value related
to the network I/O of processing executed on the server
machine (in this embodiment, the network I/O response time)
is stored in the NW /O response threshold 1406g. A perfor-
mance threshold for a measurement value (in this embodi-
ment, the disk /O response time) related to the disk I/O of
processing executed on the server machine is stored in the
Disk I/O response threshold 1406/. A performance threshold
for a measurement value (in this embodiment, CPU utiliza-
tion) related to the CPU allocated to the server machine is
stored in the CPU utilization threshold 1406i. A performance
threshold for a measurement value (in this embodiment,
memory usage) related to the memory allocated to the server
machine is stored in the memory usage threshold 1406;.

The respective performance thresholds stored in the fields
1406g through 1406/, for example, are configured based on
the server machine application and grade. For example, in the
case of a Web service, since the amount of data sent and
received between the computer used by the user and the server
providing the Web service, that is, the amount of network 1/0,
is high, network I/O response performance is considered
important. Alternatively, the amount of accessing with
respect to the volume 242 done by the server providing the
Web service, that is, the amount of disk I/O, is not all that
high. Therefore, the DC administrator, for example, can con-
figure as low the performance threshold for the performance
measurement value related to the network /O (the network
1/O response time) of the Web service-application server
machine, that is, can configure the performance requirement
rather tightly, and can configure as high the performance
threshold for the performance measurement value related to
the disk I/O (the disk I/O response time), that is, can configure
the performance requirement rather loosely. In the case of a
DB service, since the amount of accessing with respect to the
volume 242 done by the server providing the DB service, that
is, the amount of disk 1/O, is high, the disk I/O response time
is considered important. Therefore, the DC administrator, for
example, can configure as low the performance threshold for
the performance measurement value related to the disk I/O
(the disk I/O response time) of the DB service-application
server machine. In the case of an application service, the
amount of network 1/O and the amount of disk I/O are con-
sidered to fall somewhere between the amount of I/O in the
case of the Web service and the amount of I/O in the case of
the DB service. Therefore, the DC administrator, for
example, can configure the performance threshold for the
application service-application server machine to a value that
falls between the performance threshold in the case of the
Web service and the performance threshold in the case of the
DB service. The DC administrator, for example, can also
configure as low the performance threshold for the perfor-
mance measurement value related to the disk I/O (the disk I/O
response time) for a high-grade server machine, and can
configure as high the performance threshold for the perfor-
mance measurement value related to the disk I/O (the disk I/O
response time) for a low-grade server machine.

A performance threshold related to the machine group as a
whole is stored in the fields 1406g through 1406; for the entry
1406z related to the machine group as a whole. Here, the
performance threshold related to the machine group as a
whole refers to the performance thresholds related to business
processing of a business service, which uses a machine group,
that is, to the processing of all of the one or more server
programs for providing one or more network services com-
prising the business service. Specifically, a performance
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threshold for a measurement value related to the network 1/0
of business processing (in the embodiment, the network /O
response time) is stored in the NW I/O response threshold
1406g of the entry 1406z. A performance threshold for a
measurement value related to the disk I/O of business pro-
cessing (in the embodiment, the disk I/O response time) is
stored in the Disk 1/O response threshold 1406/ of the entry
1406z. A performance threshold for a measurement value
related to the CPU allocated for business processing (in the
embodiment, the CPU utilization) is stored in the CPU utili-
zation threshold 1406/ of the entry 1406z. A performance
threshold for a measurement value related to the memory
allocated for business processing (in the embodiment, the
memory usage) is stored in the memory usage threshold
14067 of the entry 1406z.

For example, the service template 1406 of FIG. 15A (ser-
vice template A) shows a machine group comprising three
server machines, that is, server machines with the respective
image data names of “Webl.ovf”, “Appl.ovf”, and
“DB1.ovf”. By referencing this service template A, the tenant
administrator can learn that the machine group shown in
service template A is suited for use in a business service,
which is a combination of a Web service, an application
service, and a DB service. The tenant administrator can also
learn the specifications of each server machine.

FIG. 16 is a block diagram of an example of a service
template list related to the embodiment.

The service template list 1407 is data listing the names of
service templates 1406, which show information related
thereto for one or more machine groups capable of being
provided by the computer system 100. The service template
list 1407, for example, is configured using a table, and com-
prises fields of a number (written as “#” in the drawing)
14074, a service template name 14075, application 1407c,
and quality 1407d. A list of numbers is stored in the number
14074a. The names of the service templates 1406 are stored in
the serviced template name 14075. The intended use of an
application deployed by a service template is described in
application 1407¢, and the quality of the application is
described in quality 1407d. By referencing the service tem-
plate list 1407, the tenant administrator can learn the name of
a service template 1406, which shows information related
thereto for one or more selectable machine groups.

FIG. 17 is a block diagram of an example of a machine
management table related to the embodiment.

The machine management table 1408 is for managing
information related to a server machine running on the com-
puter system 100. The machine management table 1408 com-
prises the fields of machine name 1408a, configuration
14085, Hypervisor 1408¢, and Datastore 14084. The name of
a server machine is stored in the machine name 1408a. Data
showing whether a server machine is a virtual machine 6 or a
physical machine is stored in the configuration 14085. An
identifier of a server (a host computer 3) comprising a hyper-
visor 341, which is running on the server machine, is stored in
the Hypervisor 1408¢. Anidentifier of a volume 242 allocated
to the server machine is stored in the Datastore 14084. For
example, based on the first entry from the top of FIG. 17, it is
clear that a virtual machine 6 named “WebVM1” is running
on the server “Sv1”, and that the volume “Vol1” is allocated
to the virtual machine 6.

FIG. 18 is a block diagram of an example of a machine
group management table related to the embodiment.

The machine group management table 1409 is for manag-
ing information related to a machine group, which is provided
to a tenant administrator. The machine group management
table 1409 comprises the fields of Group 14094, VM name
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14095, NW 1/O response threshold 1409¢, Disk I/O response
threshold 14094, CPU utilization threshold 1409¢, memory
usage threshold 1409, and status 1409g. The machine group
management table 1409 stores two types of entries, i.e., an
entry 1409y related to a server machine included in amachine
group, and an entry 1409z related to a machine group as a
whole. A machine group identifier is stored in the Group
14094. In the VM name 14095, the name of a server machine
included in the machine group is stored in the entry 1409y,
and data indicating the machine group as a whole (the “entire
group” in the example of FIG. 18) is stored in the entry 1409z.

The fields 1409¢ through 1409fare for storing performance
thresholds. The performance thresholds related to a server
machine included in the machine group are stored in fields
1409¢ through 1409/ with respect to the entry 1409y related to
the server machine included in the machine group. Specifi-
cally, a performance threshold for a measurement value
related to the network 1/O of processing executed on the
server machine (in this embodiment, the network 1/O
response time) is stored in the NW I/O response threshold
1409¢. A performance threshold for a measurement value
related to the disk I/O of processing executed on the server
machine (in this embodiment, the disk I/O response time) is
stored in the Disk I/O response threshold 14094. A perfor-
mance threshold for a measurement value related to the CPU
allocated to the server machine (in this embodiment, CPU
utilization) is stored in the CPU utilization threshold 1409¢. A
performance threshold for a measurement value related to the
memory allocated to the server machine (in this embodiment,
memory usage) is stored in the memory usage threshold
14097, Alternatively, a performance threshold related to the
machine group as a whole is stored in the fields 1409¢ through
14091 for the entry 1409z related to the machine group as a
whole. Specifically, a performance threshold for a measure-
ment value related to the network I/O of business processing
(the network 1/O response time) is stored in the NW 1/O
response threshold 1409¢. A performance threshold for a
measurement value related to the disk I/O of business pro-
cessing (the disk I/O response time) is stored in the Disk I/O
response threshold 14094. A performance threshold for a
measurement value related to the CPU allocated for business
processing (CPU utilization) is stored in the CPU utilization
threshold 1409e. A performance threshold for a measurement
value related to the memory allocated for business processing
(memory usage) is stored in the memory usage threshold
14091

In the status 1409g of the entry 1409y related to a server
machine included in the machine group, data showing
whether or not the performance measurement value acquired
for this server machine is normal. In the status 1409g of the
entry 1409z related to the machine group as a whole, data
showing whether or not the performance measurement value
acquired for this machine group as a whole is normal. For
example, in a case where any of the performance measure-
ment values corresponding to the respective performance
thresholds stored in the fields 1409¢ through 1409f'is abnor-
mal, that is, a case in which the performance measurement
value exceeds the corresponding performance threshold, data
indicating that the performance measurement value is abnor-
mal is stored in the status 1409g. Alternatively, in a case
where all of the performance measurement values corre-
sponding to the respective performance thresholds stored in
the fields 1409¢ through 14091 are normal, that is, a case in
which the performance measurement value does not exceed
the corresponding performance threshold, data indicating
that the performance measurement value is normal is stored in
the status 1409¢. The performance measurement value cor-
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responding to the performance threshold is the performance
measurement value determined based on this performance
threshold. A determination as to whether or not a performance
measurement value is normal, for example, may be made
based on whether or not the time period during which the
performance measurement value has exceeded the corre-
sponding performance threshold is equal to or longer than a
prescribed time period rather than whether or not the perfor-
mance measurement value exceeds the corresponding perfor-
mance threshold.

FIG.19A is ablock diagram of a first example of a machine
performance management table related to the embodiment.
FIG. 19B is a block diagram of a second example of a
machine performance management table related to the
embodiment.

The machine performance management table 1410 is for
managing a performance measurement value acquired for a
server machine running on the computer system 100. The
machine performance management table 1410, for example,
is created for each server machine running on the computer
system 100. The machine performance management table
1410 in a case where the server machine is a virtual machine
6 comprises the fields of Time 1410a, NW 1/O response
14105, Disk I/O response 1410¢, CPU utilization 14104, and
memory usage 1410e as in the machine performance man-
agement table 1410 related to the server machine “Web VM1”
shown in FIG. 19A.

The machine performance management table 1410 in a
case where the server machine is a physical machine com-
prises the fields of Time 1410a, NW 1/O response 14105, and
Disk 1/O response 1410c¢ as in the machine performance
management table 1410 related to the server machine “DB
PM2” shown in FIG. 19B.

The time at which the acquired performance measurement
value was measured is stored in the Time 1410qa. The fields
14105 through 1401e are for storing the performance mea-
surement values acquired for a server machine. Specifically, a
measurement value related to the network 1/O of processing
executed on the server machine (the network [/O response
time) is stored in the NW I/O response 14105. A measurement
value related to the disk /O of processing executed on the
server machine (the disk I/O response time) is stored in the
Disk I/O response 1410c¢. A measurement value related to the
CPU allocated to the server machine (CPU utilization) is
stored in the CPU utilization 1410d. A measurement value
related to the memory allocated to the server machine
(memory usage) is stored in the memory usage 1410e.

FIG. 20 is a block diagram of an example of a server
management table related to the embodiment.

The server management table 1411 is for managing a
server inside the computer system 100. The server manage-
ment table 1411 comprises the fields of server name 1411a,
virtual/physical 14115, CPU 1411¢, allocated CPU 14114,
memory 1411e, and allocated memory 1411f. A server iden-
tifier is stored in the server name 1411a. Data showing
whether a server is a virtual server or a physical server
(whether the host computer 3, which is the server, functions as
a virtual server or a physical server) is stored in the virtual/
physical 14115. The performance value (number of clocks) of
the CPU of the server, that is, the processor 31 is stored in the
CPU 1411c. The performance value (number of clocks) of the
CPU, which the server has allocated to the server machine, is
stored in the allocated CPU 1411d. The memory of the server,
that is, the size of the cache memory 33, is stored in the
memory 1411e. The size of the memory, which the server has
allocated to the server machine, is stored in the allocated
memory 1411f. By referencing the server management table
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1411, the management computer 1 can learn what perfor-
mance level CPU and what size memory each server in the
computer system 100 comprises, and from that, what perfor-
mance CPU and what size memory are allocated to the server
machine.

FIG. 21 is a block diagram of an example of a storage
management table related to the embodiment.

The storage management table 1412 is for managing a
volume 242 created in the storage system 2 inside the com-
puter system 100. The storage management table 1412 com-
prises the fields of volume name 1412q, virtual/physical
14125, capacity 1412¢, allocated capacity 14124, and acces-
sible server 1412¢. A volume 242 identifier is stored in the
volume name 1412q. Data, which shows whether a server
capable of accessing the volume 242 is a virtual server or a
physical server, is stored in the virtual/physical 14125. The
capacity of the entire volume 242 is stored in the capacity
1412¢. The portion of the capacity allocated to a server
machine from the volume 242 is stored in the allocated capac-
ity 1412d. The identifier of the server capable of accessing the
volume 242 is stored in the accessible server 1412e. By ref-
erencing the storage management table 1412, the manage-
ment computer 1 can learn the total capacity and how much of
that capacity has been allocated for each volume 242 created
in the storage system 2 inside the computer system 100.

Next, a volume performance information storage table
2417, which is stored in the nonvolatile storage device 24 of
the storage system 2, will be explained.

FIG. 22A is ablock diagram of a first example of a volume
performance information storage table related to the embodi-
ment. FIG. 22B is a block diagram of a second example of the
volume performance information storage table related to the
embodiment. FIG. 22A is the volume performance informa-
tion storage table 2417 related to the volume “Vol1”, and F1G.
22B is the volume performance information storage table
2417 related to the volume “Vol2”.

The volume performance information storage table 2417 is
for managing a measurement value related to the disk I/O for
avolume, which has been measured with respect to a volume
242 inside the storage system 2 storing the relevant volume
performance information storage table 2417 (hereinafter,
referred to as the “target volume” in the explanation of FIG.
22). The relevant volume performance information storage
table 2417 is produced for, for example, each target volume.
The volume performance information storage table 2417
comprises the fields of Time 2417a, IOPS 2417b, and
response time 2417¢. The time at which the measurement
value was measured is stored in the Time 2417q. The IOPS
2417b and the response time 2417¢ are the fields for storing
measurement values related to a target volume disk 1/O,
which has been measured for the target volume. Specifically,
an TOPS (Input Output Per Second) of the /O with respect to
the target volume is stored in the IOPS 24175. The /O
response time for the target volume is stored in the response
time 1417c.

The performance monitoring program 2416 of the storage
system 2, either regularly or irregularly (for example, in a case
where an I/O has been generated with respect to the target
volume), measures a measurement value related to the disk
1/O withrespect to the target volume (the measurement values
stored in the IOPS 24175 and the response time 2417¢), and
registers an entry related to the measured measurement value
in the volume performance information storage table 2417.
The measurement value related to the disk /O with respect to
the target volume corresponds to the performance measure-
ment value related to the disk I/O for the server machine,
which accesses the target volume, that is, the server machine
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to which the target volume is allocated. The management
computer 1 can acquire the performance measurement value
related to the disk I/O for the server machine to which a
volume 242 inside the storage system 2 is allocated from the
storage system 2.

Next, a virtual machine performance information storage
table 343, which is stored in a nonvolatile storage device 34 of
a host computer 3 functioning as a virtual server, will be
explained in detail.

FIG. 23 A is a block diagram of a first example of a virtual
machine performance information storage table related to the
embodiment. FIG. 23B is a block diagram of a second
example of the virtual machine performance information
storage table related to the embodiment.

The virtual machine performance information storage
table 343 is for managing a performance measurement value
measured with respect to a virtual machine 6 (hereinafter
referred to as “target machine” in the explanations of FIGS.
23A and 23B), which is running on a server storing the
relevant virtual machine performance information storage
table 343. The virtual machine performance information stor-
agetable 343, for example, is created for each target machine.
FIG. 23 A shows an example of the virtual machine perfor-
mance information storage table 343 related to a virtual
machine “VM1”, and FIG. 23B shows an example of the
virtual machine performance information storage table 343
related to a virtual machine “VM2”. The virtual machine
performance information storage table 343 comprises the
fields of Time 343a, NW 1/O response 34354, Disk 1/O
response 343¢, CPU utilization 343d, and memory usage
343e.

The time at which a performance measurement value was
measured is stored in the Time 343a. NW [/O response 3435
through memory usage 343e¢ are fields for storing perfor-
mance measurement values measured with respect to the
target machine. Specifically, a measurement value related to
the network I/O of processing executed on the target machine
(the network 1/O response time) is stored in the NW 1/O
response 3435. A measurement value related to the disk /0 of
processing executed on the target machine (the disk I/O
response time) is stored in the Disk 1/O response 343c. A
measurement value related to the CPU allocated to the target
machine (CPU utilization) is stored in the CPU utilization
343d. A measurement value related to the memory allocated
to the virtual machine (memory usage) is stored in the
memory usage 343e.

The hypervisor 341 of the server (more accurately, the
performance monitoring program 342 in the hypervisor 341),
either regularly or irregularly (for example, in a case where an
1/0 has been generated with respect to the volume 242 or the
LAN 50), measures a performance measurement value with
respect to the target machine (the performance measurement
values stored in the NW I/O response 3435 through the
memory usage 343e), and registers an entry related to the
measured performance measurement value in the virtual
machine performance information storage table 343. The
management computer 1 can acquire the performance mea-
surement value for the target machine running on the server
from the server.

Next the various types of information stored in a nonvola-
tile storage device 44 of'the FC connection apparatus 4 will be
explained.

FIG. 24 is a block diagram of an example of a Disk I/O
performance information storage table related to the embodi-
ment.

The Disk I/O performance information storage table 445 is
for managing a disk I/O-related measurement value measured
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by the FC connection apparatus 4, which stores the relevant
Disk I/O performance information storage table 445 (herein-
after, referred to as the “target FC connection apparatus” in
the explanation of FIG. 24). The Disk I/O performance infor-
mation storage table 445, for example, is created for each port
of'the target FC connection apparatus, that is, for each data I/F
46. The Disk I/O performance information storage table 445
comprises the fields of Time 445a and Disk 1/O response
445b. The time at which the measurement value was mea-
sured is stored in the Time 445a. A disk I/O-related measure-
ment value measured by the target FC connection apparatus
(the disk I/0O response time) is stored in the Disk I/O response
445b.

The performance monitoring program 444 of the FC con-
nection apparatus 4, either regularly or irregularly (for
example, in a case where an I/O has been generated from a
server to a volume 242), measures a measurement value
related to the disk I/O for each port (the disk 1/O response
time), and registers an entry related to the measured measure-
ment value in the Disk I/O performance information storage
table 445. The disk I/O-related measurement value measured
for each port corresponds to the disk I/O-related performance
measurement value measured for the server machine using
the corresponding port. The management computer 1 can
acquire the performance measurement value related to the
disk I/O for the server machine using a port in the FC con-
nection apparatus 4 from the FC connection apparatus 4.

FIG. 25 is a block diagram of an example of a port connec-
tion management table of the FC connection apparatus
related to the embodiment.

The port connection management table 446 is for manag-
ing a server, which is using a port inside the FC connection
apparatus 4 storing the relevant port connection management
table 446 (hereinafter referred to as “target FC connection
apparatus” in the explanation of FIG. 25). The port connec-
tion management table 446 comprises the fields of Port 4464
and Server 4465. The number of a port of the target FC
connection apparatus is stored in the Port 446a. The identifier
of the server using the port of the number shown in the Port
446a is stored in the Server 4465. For example, it is clear from
the first entry from the top of FIG. 25 that the server “Sv1” is
using the first port.

Next the various types of information stored in the non-
volatile storage device 54 of the LAN connection apparatus 5
will be explained.

FIG. 26 is a block diagram of an example of a network
performance information storage table related to the embodi-
ment.

The network performance information storage table 545 is
for managing a network I/O-related measurement value mea-
sured by the LAN connection apparatus 5 storing the relevant
network performance information storage table 545 (herein-
after referred to as “target LAN connection apparatus” in the
explanation of FIG. 26). The network performance informa-
tion storage table 545, for example, is created for each port in
the target LAN connection apparatus, that is, for each data I'F
56. The network performance information storage table 545
comprises the fields of Time 5454 and NW I/O response
545b. The time at which the measurement value was mea-
sured is stored in the Time 545a. A network I/O-related mea-
surement value measured by the target LAN connection appa-
ratus (the network I/O response time) is stored in the NW I/O
response 5455.

The performance monitoring program 544 of the LAN
connection apparatus 5, either regularly or irregularly (for
example, in a case where an I/O has been generated from a
server to the LAN 50), measures a measurement value related
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to the network I/O for each port (the network /O response
time), and registers an entry related to the measured measure-
ment value in the network performance information storage
table 545. The network 1/O-related measurement value mea-
sured for each port corresponds to the network I/O-related
performance measurement value measured for the server
machine, which is using the corresponding port. The man-
agement computer 1 can acquire the performance measure-
ment value related to the network I/O for the server machine
using a portinthe LAN connection apparatus 5 from the LAN
connection apparatus 5.

FIG. 27 is a block diagram of an example of a port connec-
tion management table of the LAN connection apparatus
related to the embodiment.

The port connection management table 546 is for manag-
ing a server, which is using a port inside the LAN connection
apparatus 5 storing the relevant port connection management
table 546 (hereinafter referred to as “target LAN connection
apparatus” in the explanation of FIG. 27). The port connec-
tion management table 546 comprises the fields of Port 5464
and Server 5465. The number of a port of the target LAN
connection apparatus is stored in the Port 546a. The identifier
of the server using the port of the number shown in the Port
546a is stored in the Server 5465. For example, it is clear from
the first entry from the top of FIG. 27 that the server “Sv1” is
using the first port.

Next the operation of the management computer 1 related
to the embodiment will be explained.

FIG. 28 is a flowchart of a threshold configuring/updating
process related to the embodiment.

The threshold configuring/updating process is performed
by targeting the respective machine groups capable of being
provided by the computer system 100.

First, the DC administrator uses the management computer
1 to create a machine group-using application (hereinafter
referred as the “evaluation application”) for evaluating a per-
formance threshold related to a server machine included in
the machine group with respect to the machine group (here-
inafter referred to as the “target machine group” in the expla-
nation of FIG. 28) targeted in the threshold configuring/up-
dating process (Step S101).

Next, the DC administrator implements a performance test
for evaluating a performance threshold in accordance with
executing the evaluation application created in Step S101 in
the targeted machine group (Step S102). Then, the DC admin-
istrator uses the management computer 1 to check the perfor-
mance measurement values (the network 1/O response time,
the disk 1/O response time, the CPU utilization, and the
memory usage) of a server machine included in the target
machine group in a state in which the evaluation application
response time is a fixed value, for example, equal to or larger
than a required value. A performance measurement value in a
state in which the evaluation application response time is
equal to or larger than a fixed value can be used as a reference
value for a performance threshold related to a server machine
included in the target machine group (a performance thresh-
old with respect to each of the network 1/O response time, the
disk I/O response time, the CPU utilization, and the memory
usage).

Thereafter the DC administrator adjusts the reference
value of the performance threshold obtained in Step S102 by
taking into account the application of the server machine
included in the target machine group, and decides a perfor-
mance threshold related to the server machine included in the
target machine group. The DC administrator also decides the
performance threshold related to the target machine group as
a whole based on the performance threshold decided in rela-
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tion to the server machines included in the target machine
group. The DC administrator, for example, can total the
respective performance thresholds related to the server
machines included in the target machine group, and decide on
an average value or the like as the performance threshold
related to the target machine group as a whole. Then, the DC
administrator uses the management computer 1 to store the
decided performance thresholds in the fields 1406g through
14065 corresponding to the service template 1406 related to
the target machine group (Step S103).

Thereafter, in a case where a tenant administrator target
machine group selection is received, the management com-
puter 1 performs deployment processing (referto FIG. 29) for
the target machine group (Step S104). According to the
deployment process, the target machine group is usably pro-
vided to the tenant administrator, and the tenant administrator
can use the target machine group to utilize a business service.
The performance thresholds registered in the service template
1406 related to the target machine group are stored in the
machine group management table 1409.

Thereafter, the management computer 1 either regularly or
irregularly acquires a performance measurement value for a
server machine included in the target machine group, and
determines whether or not the acquired performance mea-
surement value is normal based on the corresponding perfor-
mance threshold (Step S105). In a case where the perfor-
mance measurement value is abnormal, that is, a case in
which the performance measurement value exceeds the per-
formance threshold, the management computer 1 notifies the
DC administrator with an alert to this effect (Step S106).

The DC administrator adjusts and updates the currently
configured performance threshold to a more appropriate per-
formance threshold based on the alert state, that is, the fre-
quency of alert notifications, and whether or not a perfor-
mance failure is actually occurring in the computer system
100 when the alert is received (Step S107). For example, in a
case where the alert notification frequency is too high, the DC
administrator may configure the performance threshold
higher, that is, such that the requirement with respect to per-
formance is looser. The DC administrator may update only a
performance threshold, which is registered in the machine
group management table 1409, or may update both a perfor-
mance threshold registered in the machine group manage-
ment table 1409 and a performance threshold registered in the
service template 1406.

The processing of Step S105 through Step S107 is
repeated, and the performance thresholds related to the server
machines included in the target machine group are updated to
more appropriate values. The configuring and updating of the
performance thresholds related to the server machines
included in all the machine groups of the computer system
100 is performed in accordance with carrying out the thresh-
old configuring/updating process for each machine group
capable of being provided by the computer system 100.

FIG. 29 is a flowchart of a deployment process related to
the embodiment.

The self-service portal program 1401 of the management
computer 1, in response to a request sent from a self-service
portal access program 7401 of the management terminal 7
operated by the tenant administrator, provides a list of service
templates showing the contents of computer system 100-
providable machine groups (Step S200). The management
terminal 7 uses the image output device 66 to display the
received list of service templates in a table to presents this
table to the tenant administrator. The presented table, for
example, is the table shown in FIG. 16, and comprises at the
least application information. Thereafter, the tenant adminis-
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trator selects (inputs) the machine group to be used via the
displayed table, and the self-service portal program 1401
receives the selected machine group to be used. The self-
service portal program 1401, in a case where the input device
15-based machine group selection has been received from the
tenant administrator, instructs the deployment processing
program 1402 of the management computer 1 to deploy the
machine group selected by the tenant administrator (herein-
after referred to as the “target machine group” in the expla-
nation of FIG. 29) (Step S201).

The deployment processing program 1402, which has been
instructed to deploy the target machine group, references the
server management table 1411 and decides the deployment-
destination server of the target machine group, more accu-
rately, the deployment-destination server of each of one or
more server machines included in the target machine group
(Step S202). The deployment processing program 1402, for
example, can decide on a server with a sufficiently large CPU
performance value and memory size as the deployment-des-
tination server. A server with a sufficiently large CPU perfor-
mance value and memory size, for example, may be a server
with a small allocated CPU performance value and a small
allocated memory size.

Next, the deployment processing program 1402 references
the storage management table 1412 and decides on a volume
242 to be allocated to the target machine group, more accu-
rately, on a volume 242 to be allocated to each of one or more
server machines included in the target machine group (Step
S203). The deployment processing program 1402, for
example, can decide on a volume 242 with sufficient free
capacity as the volume 242 to be allocated to the target
machine group.

Thereafter, the deployment processing program 1402 cre-
ates entries (an entry related to a server machine included in
the target machine group and an entry related to the target
machine group as a whole) in the machine group management
table 1409 related to the target machine group, and registers
the created entries in the machine group management table
1409 (Step S204). The performance values registered in fields
1406g through 14065, which correspond to the corresponding
entries in the service template 1406 related to the target
machine group, are stored in the fields 1409¢ through 1409/0f
the entries related to the target machine group.

Thereafter, the deployment processing program 1402
deploys the target machine group to the deployment-destina-
tion server decided in Step S202, more accurately, deploys the
respective server machines included in the target machine
group to the respective deployment-destination servers
decided in Step S202 (Step S205). The deployment of one
server machine, which is a virtual machine 6 (hereinafter
referred to as “target machine” in the explanation of Step
S205) included in the target machine group will be explained
specifically below. First, the deployment processing program
1402 instructs the storage system 2, which comprises the
volume 242 to be allocated to the target machine, to store the
virtual machine data 61 of the target machine in the target
machine-allocated volume 242 decided in Step S203. Then,
the deployment processing program 1402 notifies the deploy-
ment-destination server of the access path to the target
machine-allocated volume 242, that is, the volume 242 in
which the target machine virtual machine data 61 is stored.
The deployment-destination server reads the target machine
virtual machine data 61 conforming to the notified access
path, and creates a target machine on the server. This makes it
possible for the target machine to run on the deployment-
destination server, and for the tenant administrator to execute
the server program on the target machine.
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Thereafter, the deployment processing program 1402 ends
the deployment processing.

Next, a first performance information collection process
for acquiring a performance measurement value for a server
machine, which is a virtual machine 6, will be explained.

FIG. 30 is a sequence diagram of a first performance infor-
mation collection process related to the embodiment.

When the provision of a network service, which uses a
virtual machine 6, is started by the tenant administrator, the
sending and receiving of data is performed between the com-
puter being is used by the user receiving the provision of the
network service and a server, and between the server and the
storage system 2 (Step S301). For example, in a case where a
server program being executed on the virtual machine 6 per-
forms 1/O with respect to a volume 242, the virtual machine 6
issues an [/O request to the hypervisor 341 running on this
virtual machine 6. The hypervisor 341, which receives the I/O
request from the virtual machine 6, transfers the received I/O
request to the storage system 2, which comprises the volume
242 being allocated to the virtual machine 6. The /O request
sent from the hypervisor 341 reaches the storage system 2 by
way of'the FC connection apparatus 4. Thereafter, the storage
system 2, which receives the /O request, sends an 1/O
response, which is a response with respect to the received I/O
request, to the hypervisor 341, which sent the I/O request. The
1/0 response sent from storage system 2 reaches the hyper-
visor 341 by way of the FC connection apparatus 4. The
hypervisor 341, which receives the I/O response, transfers the
received I/O response to the virtual machine 6, which issued
the 1/O request.

The server hypervisor 341 (more accurately, the perfor-
mance monitoring program 342 inside the hypervisor 341),
either regularly or irregularly (for example, in a case where an
1/0 has been generated to a volume 242 and/or to the LAN
50), measures a performance measurement value with respect
to the virtual machine 6, and registers an entry related to the
measured performance measurement value in the virtual
machine performance information storage table 343 (Step
S302).

The performance information collection program 1403 of
the management computer 1, either regularly or irregularly,
acquires a performance measurement value for a virtual
machine 6 from the hypervisor 341, and stores the acquired
performance measurement value in the machine performance
management table 1410 (Step S303). Specifically, the perfor-
mance information collection program 1403 of the manage-
ment computer 1 sends a performance measurement value
acquisition request to the server hypervisor 341. The hyper-
visor 341, which receives the performance measurement
value acquisition request, acquires the performance measure-
ment value with respect to the virtual machine 6 being run by
the hypervisor 341 from the virtual machine performance
information storage table 343, and sends the acquired perfor-
mance measurement value to the management computer 1.
The management computer 1 performance information col-
lection program 1403 registers an entry related to the acquired
performance measurement value from the hypervisor 341 in
the machine performance management table 1410.

The processing of Step S301 through Step S303 is per-
formed for each virtual machine 6 provided to the tenant
administrator to acquire performance measurement values
for each of the virtual machines 6 provided to the tenant
administrator.

Thereafter, the management computer 1 performance fail-
ure location inference program 1404 performs a performance
information analysis process (a first performance information
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analysis process of FIG. 32, a second performance informa-
tion analysis process of FIG. 33), which will be explained
further below (Step S304).

Next, a second performance information collection pro-
cess for acquiring a performance measurement value for a
server machine, which is a physical machine, will be
explained.

FIG. 31 is a sequence diagram of a second performance
information collection process related to the embodiment.

When the provision of a network service, which uses a
physical machine, is started by the tenant administrator, the
sending and receiving of data is performed between the com-
puter being used by the user receiving the provision of the
network service and a server, and between the server and the
storage system 2 (Step S401). For example, in a case where a
server program being executed on the physical machine per-
forms 1/O with respect to a volume 242, the physical machine
issues an I/O request to the storage system 2 comprising the
volume 242 being allocated to the physical machine. The
physical machine-issued 1/O request reaches the storage sys-
tem 2 by way of the FC connection apparatus 4. Thereafter,
the storage system 2, which receives the I/O request, sends an
1/O response, which is a response to the received I/O request,
to the physical machine, which sent the I/O request. The I/O
response sent from storage system 2 reaches the physical
machine by way of the FC connection apparatus 4.

The performance monitoring program 544 of the LAN
connection apparatus 5, either regularly or irregularly (for
example, in a case where an I/O has been generated to the
physical machine LAN 50), measures a measurement value
related to the network I/O for the port being used by the
physical machine, and registers an entry related to the mea-
sured measurement value in the network performance infor-
mation storage table 545 (Step 402a). The network 1/O-re-
lated measurement value measured for the port being used by
the physical machine corresponds to the network VO-related
performance measurement value of the physical machine.

The performance monitoring program 444 of the FC con-
nection apparatus 4, either regularly or irregularly (for
example, in a case where an I/O has been generated to a
physical machine volume 242), measures a measurement
value related to the disk I/O for the port being used by the
physical machine, and registers an entry related to the mea-
sured measurement value in the Disk /O performance infor-
mation storage table 445 (Step S4025). The disk 1/O-related
measurement value measured for the port being used by the
physical machine corresponds to the disk 1/O-related perfor-
mance measurement value of the physical machine.

The performance monitoring program 2416 of the storage
system 2, either regularly or irregularly (for example, in a case
where an 1/O is generated for a volume 242), measures a
measurement value related to a disk [/O with respect to the
volume 242 being allocated to the physical machine, and
registers an entry related to the measured measurement value
in the volume performance information storage table 2417
(Step S402c¢). The storage system 2-measured measurement
value related to the disk /O with respect to the volume 242
being allocated to the physical machine corresponds to the
disk I/O-related performance measurement value of this
physical machine.

The management computer 1 performance information
collection program 1403, either regularly or irregularly,
acquires a performance measurement value with respect to
the physical machine from the LAN connection apparatus 5
and the FC connection apparatus 4, and stores the acquired
performance measurement value in the machine performance
management table 1410 (Step S403). Specifically, the man-
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agement computer 1 performance information collection pro-
gram 1403 sends a performance measurement value acquisi-
tion request related to the network I/O of the physical
machine to the LAN connection apparatus 5. The LAN con-
nection apparatus 5, which receives the performance mea-
surement value acquisition request, acquires the performance
measurement value related to the network I/O for the physical
machine from the network performance information storage
table 545, and sends the acquired performance measurement
value to the management computer 1. The management com-
puter 1 performance information collection program 1403
stores the network I/O-related performance measurement
value acquired from the LAN connection apparatus 5 in the
machine performance management table 1410. The manage-
ment computer 1 performance information collection pro-
gram 1403 sends an acquisition request for a performance
measurement value related to the disk I/O with respect to the
physical machine to the FC connection apparatus 4. The FC
connection apparatus 4, which receives the performance mea-
surement value acquisition request, acquires the disk I/O-
related performance measurement value for the physical
machine from the Disk I/O performance information storage
table 445, and sends the acquired performance measurement
value to the management computer 1. The management com-
puter 1 performance information collection program 1403
stores the disk I/O-related performance measurement value
acquired from the FC connection apparatus 4 in the machine
performance management table 1410. The management com-
puter 1 performance information collection program 1403
may acquire the disk I[/O-related performance measurement
value for the physical machine from the storage system 2.

The processing of Step S401 through Step S403 is per-
formed for each physical machine provided to the tenant
administrator to acquire performance measurement values
for the respective physical machine provided to the tenant
administrator.

Thereafter, the management computer 1 performance fail-
ure location inference program 1404 performs a performance
information analysis process (a first performance information
analysis process of FIG. 32, a second performance informa-
tion analysis process of FIG. 33), which will be explained
below (Step S404).

FIG. 32 is a flowchart of a first performance information
analysis process related to the embodiment.

The first performance information analysis process is per-
formed in Step S304 of FIG. 30 and Step S404 of FIG. 31.

First, the management computer 1 performance failure
location inference program 1404 seclects one of the server
machines managed by the machine management table 1408
(hereinafter referred to as the “target machine” in the expla-
nation of FIG. 32) (Step S501).

Next, the performance failure location inference program
1404 acquires a performance threshold related to the target
machine from the target machine-related entry registered in
the machine group management table 1409 (Step S502). In
the embodiment, in a case where the target machine is a
virtual machine 6, the performance failure location inference
program 1404 can acquire four types of target machine-re-
lated performance thresholds, i.e., a performance threshold
for a performance measurement value related to a network
1/0, a performance threshold for a performance measurement
value related to a disk /O, a performance threshold for a
performance measurement value related to a CPU, and a
performance threshold for a performance measurement value
related to a memory. Alternatively, in a case where the target
machine is a physical machine, the performance failure loca-
tion inference program 1404 can acquire two types of target
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machine-related performance thresholds, i.e., a performance
threshold for a performance measurement value related to a
network 1/O and a performance threshold for a performance
measurement value related to a disk I/O.

Next, the performance failure location inference program
1404 acquires the performance measurement value acquired
for the target machine from the target machine-related
machine performance management table 1410 (Step S503).
In this embodiment, in a case where the target machine is a
virtual machine 6, the performance failure location inference
program 1404 can acquire four types of performance mea-
surement values for the target machine, i.e., a performance
measurement value related to a network [/O, a performance
measurement value related to a disk [/O, a performance mea-
surement value related to a CPU, and a performance measure-
ment value related to a memory. Alternatively, in a case where
the target machine is a physical machine, the performance
failure location inference program 1404 can acquire two
types of performance measurement values for the target
machine, i.e., a performance measurement value related to a
network I/O and a performance measurement value related to
a disk I/O. The performance failure location inference pro-
gram 1404 can also acquire multiple performance measure-
ment values for each type of performance measurement
value.

Thereafter, the performance failure location inference pro-
gram 1404 determines whether or not the performance mea-
surement value acquired in Step S503 is normal based on the
performance threshold acquired in Step S502 (Step S504).
For example, in a case where all the types of performance
measurement values are normal, that is, a case in which none
of the types of performance measurement values exceed the
corresponding performance threshold, the performance fail-
ure location inference program 1404 can make a determina-
tion that the performance measurement values are normal.
Alternatively, in a case where any of the types of performance
measurement values is abnormal, that is, a case in which any
of'the types of performance measurement values exceeds the
corresponding performance threshold, the performance fail-
ure location inference program 1404 can make a determina-
tion that the performance measurement values are abnormal.
For example, in a case where a prescribed number or more of
any of multiple performance measurement values of a certain
type are abnormal, the performance failure location inference
program 1404 can make a determination that this type of
performance measurement value is abnormal.

In a case where the performance measurement value is
normal (Step S504: Normal), the performance failure loca-
tion inference program 1404 stores data showing that the
performance measurement value is normal in the status 1409¢
of the target machine-related entry in the machine group
management table 1409 (Step S505). Then, the performance
failure location inference program 1404 moves the process-
ing to Step S501. Thereafter, the processing of Step S501
through Step S506 is performed for a server machine, which
has yet to be selected from among the server machines being
managed by the machine management table 1408.

Alternatively, in a case where the performance measure-
ment value is abnormal (Step 504: Abnormal), the perfor-
mance failure location inference program 1404 stores data
showing that the performance measurement value is abnor-
mal in the status 1409¢ of the target machine-related entry in
the machine group management table 1409 (Step S506).
Then, the management computer 1 inferred failure location
notification program 1405 notifies the DC administrator that
there is an abnormal performance measurement value. Then,
the performance failure location inference program 1404
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moves the processing to Step S501. Thereafter, the processing
of Step S501 through Step S506 is performed for a server
machine, which has yet to be selected from among the server
machines being managed by the machine management table
1408.

FIG. 33 is a flowchart of a second performance information
analysis process related to the embodiment.

The second performance information analysis process is
performed in Step S304 of FIG. 30 and Step S404 of FIG. 31.
The management computer 1, for example, may perform the
second performance information analysis process after the
first performance information analysis process has ended.

First, the management computer 1 performance failure
location inference program 1404 selects one of the machine
groups managed by the machine group management table
1409 (hereinafter referred to as the “target machine group” in
the explanation of FIG. 33) (Step S601).

Next, the performance failure location inference program
1404 references the respective status 1409g of the entries
related to the server machines included in the target machine
group of the entries in the machine group management table
1409, and determines whether or not the number (hereinafter
referred to as “number of abnormal machines in group™) of
server machines with an abnormal performance measurement
value (hereinafter referred to as the “abnormal machine) (first
resource) of the server machines included in the target
machine group is equal to or less than a prescribed threshold
(Step S602).

In a case where the number of abnormal machines in group
is not equal to or less than a threshold (Step S602: NO), the
performance failure location inference program 1404 deter-
mines whether or not the ratio of the number of abnormal
machines in group to the number of server machines included
in the target machine group is equal to or less than a pre-
scribed threshold (Step S603).

In a case where the ratio of the number of abnormal
machines in group to the number of server machines included
in the target machine group is not equal to or less than the
threshold (Step S603: NO), the performance failure location
inference program 1404 determines whether or not the per-
formance measurement value acquired with respect to the
target machine group as a whole is normal based on the
performance threshold related to the entire target machine
group (Step S604). The performance information of the indi-
vidual server machines is collected at this time by the man-
agement computer 1 issuing a request to the performance
monitoring program 342 running on the hypervisor 341 of the
host computer 3 and acquiring this information; by the man-
agement computer 1 issuing a request to the performance
monitoring program 444 of the FC connection apparatus 4
and acquiring the information in Disk I/O performance infor-
mation storage table 445; or by the management computer 1
issuing a request to the performance monitoring program 544
of the LAN connection apparatus 5 and acquiring the infor-
mation in network performance information storage table
545.

In a case where the performance measurement value for the
target machine group as a whole is normal (Step S604: Nor-
mal), the performance failure location inference program
1404 determines that a performance failure has not occurred,
and moves the processing to Step S601. Thereafter, the pro-
cessing of Step S601 through Step S608 is performed for a
machine group, which has yet to be selected from among the
machine groups managed by the machine group management
table 1409.

Alternatively, in a case where the performance measure-
ment value for the target machine group as a whole is abnor-
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mal (Step S604: Abnormal), the performance failure location
inference program 1404 determines that a performance fail-
ure has occurred and that the cause of the performance failure
is on the business service side, that is, is in the business
processing of the tenant administrator. Then, the management
computer 1 inferred failure location notification program
1405 notifies the tenant administrator to the effect that a
performance failure, the cause of which is in the business
processing of the tenant administrator, has occurred. Specifi-
cally, the inferred failure location notification program 1405
notifies the self-service portal program, which used by the
relevant tenant administrator to manage the provision service,
of the failure. This makes it possible for the failure informa-
tion to be confirmed when the tenant administrator accesses
his own self-service portal from the management terminal 7
via the self-service portal access program 7401 (Step S605).
Then, the performance failure location inference program
1404 moves the processing to Step S601. Thereafter, the
processing of Step S601 through Step S608 is performed for
amachine group, which has yetto be selected from among the
machine groups managed by the machine group management
table 1409.

In a case where either it has been determined in Step S602
that the number of abnormal machines in group is equal to or
less than the threshold (Step S602: YES), or it has been
determined in Step S603 that the ratio of the number of
abnormal machines in group to the number of server
machines in the target machine group is equal to or less than
the threshold (Step S603: YES), the performance failure loca-
tion inference program 1404 references the machine manage-
ment table 1408 and the machine group management table
1409, and determines whether or not there exists a server
machine (hereinafter referred to as the “related machine”)
(second resource) to which is allocated a volume 242 (to
include the same volume 242 as the volume 242 allocated to
the abnormal machine) related to the volume 242 allocated to
the abnormal machine in a different machine group than the
target machine group (Step S606). As used here, the relation-
ship between the volume 242 allocated to the abnormal
machine and the volume 242 allocated to the related machine,
for example, refers to the fact that both volumes 242 have
been created based on a storage area of the same storage
system 2. That is, the storage system 2, which is the apparatus
involved in the provision of both server machines, is the same
for both the abnormal machine and the related machine.

In a case where a related machine does not exist (Step
S606: NO), the performance failure location inference pro-
gram 1404 determines that a performance failure has not
occurred, and moves the processing to Step S601. Thereafter,
the processing of Step S601 through Step S608 is performed
for a machine group, which has yet to be selected from among
the machine groups managed by the machine group manage-
ment table 1409.

Alternatively, in a case where a related machine exists
(Step S606: YES), the performance failure location inference
program 1404 references the status 1409¢ of the related
machine-related entry from among the entries of the machine
group management table 1409, and determines whether or not
the performance measurement value for the related machine
is normal (Step S607).

Ina case where the performance measurement value for the
related machine is normal (Step S607: Normal), the perfor-
mance failure location inference program 1404 moves the
processing to Step S605. That is, the performance failure
location inference program 1404 determines in this case that
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a performance failure has occurred and that the cause of the
performance failure lies in the business processing of the
tenant administrator.

Alternatively, in a case where the performance measure-
ment value for the related machine is abnormal (Step S607:
Abnormal), the performance failure location inference pro-
gram 1404 determines that a performance failure has
occurred, and that the cause of the performance failure lies in
the apparatus involved in the provision of the abnormal
machine, for example, in the storage system 2, which com-
prises the volume 242 allocated to the abnormal machine.
Then, for notifying the person in charge of the faulty appara-
tus to the effect that a performance failure caused by the
apparatus involved in the provision of the abnormal machine
has occurred, in a case where the cause of the performance
failure is the storage system 2, the inferred failure location
notification program 1405 notifies the operation management
program 2414 of the storage system 2 so that the administra-
tor of the storage system 2 can confirm the failure from the
image output device 26 of the storage system 2. In a case
where the host computer 3 is the cause of the performance
failure, the inferred failure location notification program
1405 notifies the host computer hypervisor 341 so that the
host computer administrator can confirm the failure from the
image output device 36. In a case where the FC connection
apparatus 4 is the cause of the performance failure, the
inferred failure location notification program 1405 notifies
the management program 442 and in a case where the LAN
connection apparatus 5 is the cause of the performance fail-
ure, the inferred failure location notification program 1405
notifies the management program 542, thereby enabling the
respective administrators to confirm the failure via the man-
agement communication I/F (Step S608). Then, the perfor-
mance failure location inference program 1404 moves the
processing to Step S601. Thereafter, the processing of Step
S601 through Step S608 is performed for a machine group,
which has yet to be selected from among the machine groups
managed by the machine group management table 1409.
Notitying the program, which manages the relevant failure
location, of a failure in accordance with the failure location
like this, makes it possible to send an appropriate notification
to the administrator, who has administrative authority over
the relevant failure location.

The preceding has been an explanation of the embodiment.
The management computer 1 can learn the respective appli-
cations of the server machines included in the machine group,
which the tenant administrator uses, by presenting the tenant
administrator with catalog data comprising data showing the
applications of the server machines and allowing the tenant
administrator to select a machine group. That is, the manage-
ment computer 1 can predict to a certain degree the kind of
server program to be executed on a server machine provided
to the tenant administrator. The management computer 1,
based on the application of each server machine, that is, by
taking into account the kind of server program to be executed
on the server machine, is able to configure a performance
threshold for evaluating a performance measurement value
acquired for the server machine. Then, the management com-
puter 1 acquires a performance measurement value for each
server machine included in the machine group provided to the
tenant administrator, and, based on the performance thresh-
old, determines whether or not the acquired performance
measurement value is normal. The management computer 1
can determine whether or not a performance failure has
occurred based on the number of server machines for which
the performance measurement value is abnormal of the server
machines included in the machine group provided to the

5

10

20

25

30

35

40

45

50

55

60

65

30

tenant administrator, and can also determine whether the
cause of the performance failure lies on the business service
side or on the resource provision side. The management com-
puter 1 is not able to directly monitor the state of a server
machine, which belongs to the management area of the tenant
administrator, or a server program being executed on the
server machine, but by acquiring a performance measurement
value and evaluating the acquired performance measurement
value based on a performance threshold like this, can deter-
mine whether or not a performance failure has occurred inside
the computer system 100, and in a case where a performance
failure has occurred, can identify whether the cause thereof
lies on the business service side or on the resource provision
side.

Needless to say, the present invention is not limited to the
embodiment explained hereinabove, and various changes are
possible without departing from the gist thereof.

For example, in the second performance information
analysis process, the embodiment is merely one example of
the determination as to the circumstances under which a
performance failure occurs, and the determination as to the
circumstances under which the cause of this performance
failure is on the business service side and the circumstances
under which the cause of this performance failure is on the
resource provision side, and the present invention is not lim-
ited to the determination method shown in FIG. 33. For
example, in a case where either the number of abnormal
machines in group is not equal to or less than a threshold, or
the ratio of the number of abnormal machines in group to the
number of server machines included in the target machine
group is not equal to or less than a threshold, the computer 1
may determine that the cause of the performance failure lies
in the business processing of the tenant administrator.

REFERENCE SIGNS LIST

1 Management computer

2 Storage system

3 Host computer

4 FC connection apparatus

5 LAN connection apparatus

The invention claimed is:

1. A management system, configured to manage a com-
puter system configured to provide a resource to be used to
provide virtual or physical machines to a tenant, comprising:

a storage device; and

a control device coupled to the storage device, wherein

the control device is configured to:

(A) output catalog data, which show at least one
resource group and a use of the resource group, and
receive a selection of one of the at least one resource
group;

(B) provide at least a plurality of the virtual machines
with the selected resource group to the tenant;

(C) determine whether a measurement value, which
relates to a processing performance of a network ser-
vice processed in the virtual machine provided by the
selected resource group and which can be monitored
by the management system, is normal or abnormal,
and

(D) determine, based on a number of abnormal machines
in the resource group, which is the virtual or a physi-
cal machine whose measurement value relating to the
processing performance is abnormal, whether a net-
work service failure caused by the processing of the
network service using the selected resource group has
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occurred, or whether a resource failure caused by an
apparatus providing the selected resource group has
occurred,
wherein a threshold value used for determining whether the
measurement value is normal is set based on the use in
the output catalog data for the selected resource group
without requiring information of the network service
which is actually processed with the selected resource
by the tenant.
2. A management system according to claim 1, wherein
the control device is further configured to determine
whether a resource failure caused by an apparatus
related to the provision of any of the selected resource
groups has occurred, or whether neither the business
service failure nor the resource failure has occurred.
3. A management system according to claim 1, wherein
the control device is configured to notify, in a case where
determination is made that the business service failure
has occurred, a management program of the business
service notification to that effect.
4. A management system according to claim 1, wherein
the control device is configured to notify, in a case where
determination has been made that the resource failure
has occurred, a management program of the resource
that the resource failure has occurred.
5. A management system according to claim 1, wherein
the control device is configured to output catalog data
showing an application, a configuration, and perfor-
mance threshold of each of one or more resources
included in each resource group.
6. A management system according to claim 1, wherein
the control device is configured to determine that the busi-
ness service failure has occurred in a case where the
number of abnormal virtual or physical machines in the
resource groups is larger than a prescribed value.
7. A management system according to claim 1, wherein
the control device is configured to determine that the busi-
ness service failure has occurred in a case where the ratio
of the number of abnormal virtual or physical machines
in the resource group to the number of virtual or physical
machines provided by the selected resource group is
larger than a prescribed value.
8. A management system according to claim 1, wherein
the control device is configured to:
determine with respect to a first resource group whether
there exists a first virtual machine whose measurement
value is abnormal, and, in addition, in a case where the
number of abnormal virtual or physical machines in the
first resource group is smaller than a prescribed value
and/or the ratio of the number of abnormal virtual or
physical machines in the first resource group to the num-
ber of virtual or physical machines provided by the first
resource group is smaller than a prescribed value,
whether there exists in a second resource group different
from the first resource group a second virtual machine to
which a second physical machine is allocated, which is
related to a first physical machine allocated to the first
virtual machine; and
determine that the resource failure has occurred in a case
where the measurement value for the second virtual
machine is also abnormal.
9. A management system according to claim 8, wherein
the computer system comprises multiple storage systems
providing volumes and
the control device is configured to recognize that the first
physical machine and the second physical machine are
related in a case where at least one of the volumes is
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provided by the same storage system to the first physical
machine and the second physical machine.

10. A management system according to claim 7, wherein

the measurement value comprises an input/output response
time with respect to a volume.

11. A management system according to claim 9, wherein

the measurement value comprises an input/output response
time with respect to a volume, virtual machine CPU
utilization, and virtual machine memory usage.

12. A method for managing a computer system, which is
configured to provide a resource to be used to provide virtual
or physical machines to a tenant, the management method
comprising:

(A) outputting catalog data, which show at least one
resource group and a use of the resource group, and
receiving a selection of one of the at least one resource
group;

(B) providing at least a plurality of the virtual machines
with the selected resource group to the tenant;

(C) determining whether a measurement value, which
relates to a processing performance of a network service
processed in the virtual machine provided by the
selected resource group and which can be monitored by
the management system, is normal or abnormal, and

(D) determining, based on the number of abnormal
machines in the resource group, which is the virtual or a
physical machine whose measurement value relating to
the processing performance is abnormal, whether a net-
work service failure caused by the processing of the
network service using the selected resource group has
occurred, or whether a resource failure caused by an
apparatus providing the selected resource group has
occurred,

wherein a threshold value used for determining whether the
measurement value is normal is set based on the use in
the output catalog data for the selected resource group
without requiring information of the network service
which is actually processed with the selected resource
by the tenant.

13. A non-transitory computer-readable medium encoded
with a computer program, for execution by a computer for
managing a computer system, which provides a resource to be
used in the provisioning of virtual or physical machines to a
tenant, the computer program causing the computer to:

(A) output catalog data, which show at least one resource
group and a use of the resource group, and receive a
selection of one of the at least one resource group;

(B) provide at least a plurality of the virtual machines with
the selected resource group to the tenant;

(C) determine whether a measurement value, which relates
to a processing performance of a network service pro-
cessed in the virtual or physical machine provided by the
selected resource group and which can be monitored by
the management system, is normal or abnormal, and

(D) determine, based on the number of abnormal machines
in the resource group, which is the virtual or a physical
machine whose measurement value relates to the pro-
cessing performance is abnormal, whether a network
service failure caused by the processing of the network
service using the selected resource group has occurred,
or whether a resource failure caused by an apparatus
providing the selected resource group has occurred,

wherein a threshold value used for determining whether the
measurement value is normal is set based on the use in
the output catalog data for the selected resource group
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without requiring information of the network service
which is actually processed with the selected resource
by the tenant.
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